
PSF Estimation & 
Atmospheric Effects

Aaron Roodman 
Kavli Institute for Particle Astrophysics & Cosmology 

SLAC National Accelerator Laboratory 

Impact of the Last Kiloparsec 
UC Davis 

Dec. 14 2015 



Aaron Roodman     SLAC National Accelerator Laboratory PSF Estimation & Atmospheric Effects

Primer on Fourier Optics
a Telescope: 
 converts Angle on the Sky to Position on the Focal Plane

Idealized Telescope
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Angle & Position are Conjugate Variables 
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Fraunhofer Diffraction

Fresnel ➱ Fraunhofer 
far field 
spherically converging beam
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Circular pupil and perfectly converging 
beam gives the Airy pattern

 is the Pupil FunctionP(u, v)

note that this is a Fourier Transform
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Wavefront & Zernike expansion

Imperfect 
optical 
system?

Table 1. Zernike polynomials, as defined by Noll.9

Index Name Zernike Polynomial

2 Tilt X 2⇢ cos ✓

3 Tilt Y 2⇢ sin ✓

4 Focus
p
3(2⇢2 � 1)

5 Astigmatism Y
p
6⇢2 sin 2✓

6 Astigmatism X
p
6⇢2 cos 2✓

7 Coma Y
p
8(3⇢3 � 2⇢) sin ✓

8 Coma X
p
8(3⇢3 � 2⇢) cos ✓

9 Trefoil Y
p
8⇢3 sin 3✓

10 Trefoil X
p
8⇢3 cos 3✓

11 Spherical
p
5(6⇢4 � 6⇢2 + 1)

diameter. The ratio of the size of the donuts to the seeing disk implies that there is enough wavefront sampling
for of order 100 Zernike terms. Thus, although our donut images under-sample the pupil, the information they
contain is more than adequate to determine the low-order Zernike terms needed for the AOS. A �

2 is formed
by comparing the image and the model summing over a postage stamp of 64 by 64 pixels, with per-pixel errors
calculated from the square-root of the number of counts. The image model is completed with parameters for the
total donut flux and a uniform sky background. To compare the FFT grid used in the model with the images,
we take every 4th grid point. We calculate the derivative of the �

2 with respect to the Zernike coe�cients in
closed form using the method described by Fienup,6 generalizing to include the seeing and pixelization kernels.
The fit is minimized using the MIGRAD algorithm in the MINUIT10 package, which implements a Davidon-
Fletcher-Powell variable-metric method. The donutengine algorithm is implemented in a mixture of python and
C++, and the typical fitting time per donut is 0.6 seconds.

In the AOS, donut fits determine nine free Zernike coe�cients: two for wavefront tilt (Z
2

, Z

3

), one focus
(Z

4

), two astigmatism (Z
5

, Z

6

), two coma (Z
7

, Z

8

) and two trefoil (Z
9

, Z

10

). Although the trefoil coe�cients
are not used in the AOS, there is a significant trefoil contribution in the Blanco plus DECam optical system on
the edge of the field, which makes our donuts triangular in shape, so trefoil must be included in our wavefront
fit. The spherical aberration (Z

11

) term is fixed to a value taken from the Zemax model of the Blanco plus
DECam11 and the Fried parameter is fixed to r

0

= 0.125, a typical value. The fits are found to be insensitive
on average to the value of r

0

while the spherical aberrations are stable over time. Fixing these parameters
significantly improves the speed and stability of the computations. Note that the donut fits are repeated o✏ine,
using the same algorithm but allowing both the spherical aberration term and r

0

to float in the fit; the results
are extremely similar to those from the online AOS fits. Additional fits have been performed with more Zernike
terms floating, again with consistent results. The donuts have high spatial-order structure, stable in time, which
would require hundreds of Zernike terms to model, as can be seen in Figure 1. The repeatability, stability and
precision of the wavefront fits will be described in Section 6.

4. DECAM WAVEFRONT

We characterize the DECam wavefront by analyzing an ensemble of donuts, at the wavefront sensors for normal
science images and at the science sensors from engineering images where the entire focal plane has been moved out
of focus. By finding and fitting donuts covering the focal plane, we produce a map of the wavefront W (⇢, ✓)[x, y]
which is also a function of the focal plane coordinates x, y. Our description of the wavefront remains in terms
of the Zernike coe�cients, a

i

, so the map consists of the values of the coe�cients as a function of focal plane
coordinate. A high statistics version of the wavefront map, for Zernike coe�cients from focus through trefoil is
shown in Figure 4 and 5. For the science sensors, these maps were formed from many images, where successive

W(u, v)
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Gallery of Aberrations

simulated stars - in focus, with very good seeing

nominal 2λ Astigmatism 2λ Coma 2λ Trefoil 2λ Spherical

simulated stars - 1.5mm out of focus, with very good seeing

nominal 2λ Astigmatism 2λ Coma 2λ Trefoil 2λ Spherical
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Gallery of Aberrations

simulated stars - in focus, with typical seeing

nominal 2λ Astigmatism 2λ Coma 2λ Trefoil 2λ Spherical

simulated stars - 1.5mm out of focus, with typical seeing

Donuts
nominal 2λ Astigmatism 2λ Coma 2λ Trefoil 2λ Spherical
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PSF Contributions
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approximate as:

LSST FWHM Requirements:        0.25”                    0.6”         0.3”

Sources of Ellipticity:  
may be roughly equal parts optics & seeing                 

CCD Brighter-Fatter effect violates convolution
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PSF Estimation from Optical Wavefronts

PSF usually measured in Stars 
and interpolated to location of Galaxies

instead Estimate PSF from knowledge of Optical system 
advantages: 

requires far fewer free parameters 
uses knowledge of system behavior 
potential to improve quality of PSF estimates

Wavefront PSF model: 
measure optical wavefront at all Focal Plane locations 
parametrize image to image changes in wavefront in 
terms of a few physically motivated parameters 
fit Star’s FWHM and Ellipticity to Wavefront PSF model

work by Chris Davis
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Optical Systems: DECam + Blanco  compared to LSST 
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DECam + Blanco: Optical Degrees of Freedom

Mirror Figure:  Zernike polynomial 
only Focus,Astigmatism,Coma, 
Trefoil, Spherical needed 

all Focal Plane points sample Primary 
Mirror Figure:  prime focus 

DECam Alignment only affects: 
Focus, Astigmatism, Coma

a
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LSST will be more complicated
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DES Donut Fitting Algorithm

Model Wavefront at the pupil plane as a sum of Zernike terms  
 
 

Calculate Donut image via Fraunhofer Diffraction 
 
 

Convolute with smearing for Seeing, Pixelate.  
 

Fit to find  
Non-linear χ2 fit (MINUIT) to determine Zernike coefficients 

Fit to 10 Zernike terms (or up to 15 Zernike Terms) 
Fix or Float Seeing kernel 

Algorithm based on work of Fienup 1982,1993; Heathcote, Tokovinin 2006 
Fast algorithm, less than 2cpu sec/donut for 10 Zernike terms

I(x, y) ⇥ PSF�Atmos� Pixel
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DECam Wavefront Sensors

FN4

FN3

FN2

FN1 FS1

FS2

FS3

FS4

8 2K x 2K CCDs, placed ±1.5mm out-of-focus 
read-out along with Science CCDs
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Reference Wavefront
Measure Reference Wavefront via out-of-focus stars

Z4 - Focus
μm
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Reference Wavefront
Z5 AstigmatismY

Z6 AstigmatismX

Z7 ComaY Z9 Trefoil Y

Z8 ComaX Z9 Trefoil X

units are λ @(700nm)
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Wavefront PSF Model Results
Fit DES SV images to Wavefront PSF Model 

see Chris’s poster for details

compare e0 Data, Model, and Data-Model

e0 = I
xx

+ I
yy



Aaron Roodman     SLAC National Accelerator Laboratory PSF Estimation & Atmospheric Effects

Wavefront PSF Model Results
e1 = I

xx

� I
yy

e2 = 2I
xy
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Wavefront PSF Model Results

w =
h
(I
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Wavefront PSF Model Results

prior to Hexapod under Active control
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Compare Active Optics System vs. Wavefront PSF Model
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Wavefront PSF Model Results - more images
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Wavefront PSF Model Results - more images
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Wavefront PSF Model Results - more images
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Atmospheric Contribution to Wavefront & PSF

Wavefront PSF Model: 
only includes optical Wavefront 
seeing included with a Kolmogorov kernel, 
assumed to be uniform over Focal Plane 
also include a uniform jitter contribution 

Seeing variations over the Focal Plane not 
included 
Interpret Residuals as due to Seeing  
Structure of Residuals is suggestive of Correlations 
in the Atmospheric Turbulence pattern
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Literature on Wide-Field Seeing Correlations
LSST simulations (C. Chang etal, 2012) 
CFHT data (C. Hymans etal, 2011) 

74sec exposure 
high spatial order residuals, dense star fields

10 C. Chang et al.

(a) (b)

(c) (d)

Figure 5. Ellipticity magnitude " measured from the fiducial galaxies over the LSST focal plane for four stochastic effects: (a) counting
statistics, (b) tracking errors, (c) stochastic optics errors and (d) atmospheric distortions. In each case, the colour bars are adjusted to
best show the ellipticity spatial pattern. Since these effects are stochastic, we show only one representative realisation of the random
process to illustrate the kind of ellipticity pattern induced by each effect. Among the four, (a) counting statistics induces the highest level
of errors and show “missing” sensors on the edge of the field due to the fact that vignetting causes the fiducial galaxies to be undetectable
at those positions.
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contribution is essentially zero, while all other components
scale with (Rm)�4.
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relation function is lower than what is expected for a naive
assumption of |⇠

""

| ⇠ �["]2. This is because the distortions
of the galaxies are usually only partially correlated in space.
The degree of correlation, which is governed by the physi-
cal mechanism that induces the correlation, determines how
close |⇠

""

| approaches �["]2.
To determine the scaling of �["] with SNR, we perform

a series of simulations similar to the first set of simulations
(i.e. counting statistics) in Section 5.2.1, but vary the input
galaxy’s size and magnitudes over the range R = [0" (point

c� 2011 RAS, MNRAS 000, 1–18

Atmospheric Distortions 3

Exptime N Exp Proposal ID Date

1.0 28 08AH22 2008-04-14/05-07

2.0 7 03BF99 2004-01-19/23
04BF28 2004-12-05/12
03BF09 2003-11-18/12-16

7.5 3 08AQ98 2008-05-09/06-03

10.0 33 06BH48 2006-08-19/22

30.0 9 03BF99 2004-01-19/23

45.0 5 03BQ97 2003-09-30

74.0 60 08AH22 2008-04-14/05-08

180.0 9 03BL06 2003-10-03

300.0 11 08AH53 2008-02-13/14

450.0 12 07BC02 2007-11-14/01-10

Table 1. Table of CFHT archive data used in this analysis listing the ex-
posure time, total number of exposures used, the CFHT Proposal ID which
can be used to query the CFHT Science Data Archive, and the range of
observation dates.

where R is related to object size and given by

R =
√

Q11 +Q22 , (3)

If the weight function W (θ) = 1 in equation 1, the ellipticity or
polarisation |ε| = (1 − β2)/(1 + β2), where β is the axial ra-
tio of the ellipse (see Bartelmann & Schneider 2001). We note that
for the purposes of this study the quadrupole moment description
of the PSF that we adopt is sufficient. For a detailed weak lensing
analysis however, many techniques now determine either a set of
orthonormal 2D basis functions or a 2D pixel-based model to de-
scribe the PSF (Kitching et al. 2010). Both these methods would
be more challenging to model in the presence of high order spatial
frequency variation.

In each exposure the variation of the PSF ellipticity εPSF
i and

size R across the field of view is considered to have two compo-
nents; a smoothly varying second order polynomial over position,
εmodel
i (x, y) and R(x, y) for each chip and higher spatial varying
residuals with

δεi = εPSF
i − εmodel

i , (4)

δR2 = R2
PSF −R2

model . (5)

With a typical number density of stellar objects imaged in an high-
Galactic latitude field (40 per MegaCam chip, compared with over
700 in this analysis), the chip-wise second order polynomial model
would be the most complex model that could be accurately fit to
lensing survey data (Rowe 2010).

3 ANALYSIS AND RESULTS

Figure 1 shows a typical PSF pattern for a 74 second exposure as
imaged by MegaCam at CFHT. The field of view is a square degree
with a pixel scale of 0.186 arcseconds and an 9 × 4 CCD pattern
which is visible. The left and right panels show the variation in the
amplitude of the average PSF ε1 and ε2 respectively across the field
of view. Each grid point in the greyscale map contains on average 5

Figure 1. A typical PSF pattern for a 74 second exposure. The left and right
panels show the variation in the amplitude of the average PSF ε1 and ε2
respectively across the field of view. The upper panels show the observed
ellipticity variation, the middle panels show the second order polynomial
model fit to the data. The lower panels reveal the residual ellipticities δε1
and δε2 components. The residuals show high spatial frequencies and a
preferred direction. The ellipticity amplitude in each panel is indicated by
the greyscale shown in the vertical colour bar.

stars and spans 0.3×0.3 arcmins. In an image of a typical field, out
of the Galactic plane, we would find ∼ 1 useable star in every ∼ 5
grid points (∼ 0.4 stars per sq arcmin). The upper panels show the
observed ellipticity variation. The middle panels show the second
order chip-wise polynomial model fit to the data. The lower panels
reveal the residual ellipticities δε1 and δε2 components. Figure 2
shows the size variation for the same exposure with the size resid-
uals (right hand panel) showing the same high spatial frequencies
and a preferred direction as the ellipticity residuals. For the rest
of the paper we focus mainly on the ellipticity variation, but come
back to the size variation in Section 4 where we show the high spa-
tial frequency variation of PSF size is as detrimental to the weak
lensing shape measurement as the variation in ellipticity.

In order to investigate the high spatial frequency variation of
the PSF we measure the two-point correlation function of the resid-
ual PSF ellipticities in Figure 3, showing the average systematic
residual PSF correlation functions ξ+ (upper two panels) and ξ−
(lower panel) where

ξsys± (θ) = ⟨εt(θ
′)εt(θ

′ + θ)⟩± ⟨εr(θ
′)εr(θ

′ + θ)⟩ (6)

4 C. Heymans & B. Rowe et al.

Figure 2.A typical PSF size pattern for the same 74 second exposure shown
in Figure 1. The left hand panel shows the variation in PSF size R across
the field with the greyscale in arcseconds. The right hand panel shows the
residual variation in size after a second order polynomial model has been
removed. The ripple pattern in size follows the same structure as the ellip-
ticity residuals. The right hand greyscale is in units of 10−3 arcsec2 .

and εt,r are the tangential and rotated ellipticity parameters rotated
into the reference frame joining each pair of correlated objects. The
average is taken over all exposures in our sample split by exposure
length. Figure 3 shows the amplitude of the residuals for four sets
of decreasing exposure time revealing a characteristic shape to the
correlation function that we find for all exposure times. ξ+ is pos-
itively correlated θ < 2′, anti-correlated 2′ < θ < 7′, then pos-
itively correlated until it becomes consistent with zero θ > 15′.
This characteristic shape is also seen in the results of Wittman
(2005). ξ− is measured with significance only for the shortest expo-
sures (shown lower panel) and is positively correlated for all scales
θ < 15′ .

The residual PSF correlation functions measured between
consecutive 1s, 10s and 74s exposures were found to be consistent
with zero. We can therefore conclude that the atmospheric turbu-
lence distortion de-correlates in < 50 seconds where the timescale
is set by the CFHT MegaCam read-out, overheads, slew and ac-
quisition time. This is in agreement with Wittman (2005) who set
a de-correlation time < 120 seconds, limited by the Subaru read
time.

3.1 Comparison to a simple, isotropic turbulence model

The von Kármán model for isotropic atmospheric turbulence pre-
dicts a projected, two-dimensional power spectrum

P (l) ∝

(

l2 +
1
θ20

)−11/6

, (7)

where the angle θ0 defines the outer scale of the spectrum (e.g.
Sasiela 1994). In this model, a physically-motivated modification
of the scale-free Kolmogorov spectrum, turbulent structures in im-
ages of the sky become uncorrelated at separations greater than θ0.
As shown in Appendix A, the isotropic ξ+ correlation function for
such a spectrum may then be written as

ξ+(θ) ∝ θ5/6K−5/6 (2πθ/θ0) , (8)

where Kν(x) is the modified Bessel function of the second kind
(Arfken & Weber 2005). Numerical approximation of these func-
tions is simple via the useful series expansion of Kostroun (1980).
The functional form of ξ− is given in equation (A4). This expres-
sion is significantly more complicated than the ξ+ case and was
found to be prone to numerical instabilities.

We now investigate whether the model given in equation (8)

Figure 3. The ξ+(θ) and ξ−(θ) correlation function estimates for the PSF
ellipticity data, with best-fitting von Kármán models overlaid on the ξ+ re-
sults and the corresponding ξ− prediction plotted over the measured ξ−
results (see Section 3.1 and Appendix A). Upper panel: the t = 1s (solid
line: best-fitting model) and t = 7.5s (dashed line: best-fitting model)
ξ+(θ) results. Middle panel: the t = 74s (solid line: best-fitting model)
and t = 450s (dashed line: best-fitting model) ξ+(θ) results. Lower panel:
the t = 1s, and t = 7.5s, ξ−(θ) results (the longer exposure PSF patterns
showed ξ− consistent with zero on all scales).

is able to reproduce the correlation function results seen in Fig-
ure 3. We restrict ourselves to fitting only the ξ+ model, which
can be simply calculated and carries almost all the detectable sig-
nal. We go on to compare predictions for ξ− based on these fitting
results to measurements of ξ− in the data. In Figure 3 we have
overlaid the best-fitting von Kármán models to the ξ+ correlation
function estimates for each of the example t = 1s, 7.5s, 74s &
450s exposure data sets. The Levenberg-Marquardt algorithm (e.g.
Press et al. 1986) was used to determine the maximum-likelihood
parameter fits to the overall amplitude of the expression in equation
(8), and for the outer scale length θ0. In the lower panel of Figure 3
we use the best-fitting values of θ0 from the ξ+ models to gener-
ate a von Kármán prediction for the ξ− signal in the t=1s and 7.5s
exposure data.

It can be seen that the von Kármán model gives a reasonable
fit to the inner slope of ξ+ for the three t = 1s, 7.5s & 74s ex-
posure data sets in Figure 3. For these three sets we also found
broadly consistent best-fitting values of the outer scale in the range
θ0 = 2.62–3.22′ . These results suggest a turbulent origin for the
small-scale correlated ellipticity measurements in these image, but
in all three cases the von Kármán model fails to capture both the
trough on scales θ ≃ 4′, and the second peak in correlation near
10′. The discrepancy is also marked in the comparison between the
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Wavefront Temporal Variations

Sequence of 98 30-second i-band out-of-focus 
dithered images 
Donuts analyzed in usual way 
Combine Donuts from all images to form a Reference 
Wavefront 

Each Zernike term adjusted by Δ, θx, θy in 
individual images to allow for Hexapod or Primary 
Mirror drifts 

Next plot the difference between the combined 
Wavefront and each image’s Wavefront 
see the movies

�ai(Imagej)[x, y] = ai(Imagej)[x, y]� ai(Ref.)[x, y]
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Changes in Focus Zernike
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Changes in Astigmatism Y Zernike
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Changes in Astigmatism X
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Atmospheric Turbulence Correlations
frozen flow of turbulent screen across pupil 

separated points on Focal Plane view same 
turbulent screens  
 
 
 
 
 

Turbulent pattern is uncorrelated for H > D/Δθ 
ground layer turbulence affects Pupil uniformly 
across F.O.V., and hence also all of Focal Plane 
coherence present on angular scale of Δθ~0.2° 
corresponds to H>1100 meters

H

D
Δθ

see Adam Snyder’s 
poster

Wind
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Future Study

Temporal Wavefront Variations 
DECam data with 10 and 90 second exposures 
scaling between DES and LSST:   

variance of wavefront ~  
model corresponding PSF variations

(D/r0)
5/3T

Wavefront PSF Model 
DES Year 1 and 2 Data 
Study PSF residuals 
Develop PSF pipeline 

deconvolve measured PSF and model PSF 
use interpolation method for measured - model 


